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DETAILED ACTION

1. This communication is responsive to the amendment filed on 06/74/2007.
2. Claims 27 and 41 are amended.
3. Claims 1-50 are currently pending and presented for examination.

Continued Examination Under 37 CFR 1.114
4. A request for continued examination under 37 CFR 1.114, including the fee set
forth in 37 CFR 1.17(e), was filed in this application after final rejection. Since this
application is eligible for continued examination under 37 CFR 1.114, and the fee set
forth in 37 CFR 1.17(e) has been timely paid, the finality of the previouSFOffice action
has been withdrawn pursuant to 37 CFR 1.114. Applicant's submission filed on

06/14/2007 has been entered.

Claim Rejections - 35 USC § 103
The following is a quotation of 35 U.S.C. 103(a) which forms the basis for all

obviousness rejections set forth in this Office action:

(a) A patent may not be obtained though the invention is not identically disclosed or described as set
forth in section 102 of this title, if the differences between the subject matter sought to be patented and
the prior art are such that the subject matter as a whole would have been obvious at the time the
invention was made to a person having ordinary skill in the art to which said subject matter pertains.
Patentability shall not be negatived by the manner in which the invention was made.

5. Claims 1-3, 5, 7-12, 15-17, 19, 21-26, 29-31, 33, 35-40, 43-47, & 49 are
rejected under 35 U.S.C. 103(a) as being unpatentable over Bowman et al. US

Patent Number 6,006,225 (hereinafter Bowman), in view of Adar et al., US Patent
Number 7,136,876 (hereinafter Adar).
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Regarding claim 1, Bowman teaches a computer-implemented mefhod for
related term suggestion (abstract: “4 search engine is disclosed which suggests related terms”; and Col. 4,
lines 41-42: “methods for suggesting related terms”), the method comprising:

responsivé to receiving a term/phrase (Fig. 7, element 710 — receiving each term in the query;
Col. 1, lines 31-32) from an entity, evaluating the term/phrase in view of terms/phrases in
the term clusters to identify one or more related term suggestions (Col. 15, lines 55-59 (or

Claim 11); and Col. 4, lines 41-42: “methods for suggesting related terms”).

However, Bowman does not explicitly teach generating term clusters as a
function of calculated similarity of term vectors, each term vector being generated from
search results associated with a set of high frequency of occurrence (FOO) historical
queries previously submitted to a search engine.

In the same field of endeavor, Adar teaches generating term clustelrs asa
function of calculated similarity of term vectors (Fig. 1, and Fig. 8, element 814), each term

vector being generated from search results associated with a set of high frequency of

occurrence (FOO) historical queries previously submitted to a search engine (Fig. 2,
element 108 and 116; Fig. 7, element 720; Fig. 8, elements 814-816; Col. 7, lines 12-30; Col. 8, lines 63-66; and

Col. 9, lines 1-41).

It would have béen obvious to a person having ordinary skill in the art at the time
of Applicant's invention to modify the teachings of Bowman and Adar to include
generating term clusters as a function of calculated similarity of term vectors, each term

vector being generated from search results associated with a set of high frequency of
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occurrence (FOO) historical queries previously submitted to a search engine as
disclosed by Adar with the motivation to use evaluating the term/phrase in view of
terms/phrases in the term clusters to identify one or more related term suggestions as

disclosed in Bowman to provide the search based on term suggestion more efficiently.

Claim 2 1s rejected for the reasons set forth hereinabove for claim 1 and
furthermore Bowman discloses a method wherein a multi-sense query (Fig. 7, element 750 —
multi-term query is illustrated as a multi-sense query) comprises the term/phrase (Abstract: “4 search

engine...suggests related terms ... using query term...”).

Claim 3 is rejected for the reasons set forth hereinabove for claim 1 and
furthermore Bowman discloses a method wherein the entity is a computer-program
application (Col. 1, lines 37-41; and Col. S, lines 1-2 — wherein “server program” and “server application” are

illustrated as a computer-program application to be used) and/or an end-user (Col. 4, lines 4-6).

Claim 5 is rejected for the reasons set forth hereinabove for claim 1 and
furthermore Bowman discloses a method further comprising:

collecting historic query terms (Col. 2, line 33: “on historical query submissions (o the search
engine.”) from a query log (Col. 2, line 52: “a query log file” & lines 56-57: “the query log”; and Fig. 1,
element 135); and

determining ones of the historic query terms (Col. 2, line 33: “on historical query

submissions 1o the search engine.”) With a high FOO (Fig. 4, element 420 and Fig. 7, element 770).
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Claim 7 is rejected for the reasons set forth hereinabove for claim 1 and
furthermore Adar discloses a method wherein evaluating further c&mprises:

identifying a match between the term/phrase and term(s)/phrase(s) from one or
more term clusters (Fig. 7, element 714); and

responsive to identifying, generating related term suggestion(s) comprising the

term(s)/phrase(s) (Fig. 7, elements 718-720; and Col. 7, lines 12-25).

Claim 8 is rejected for the reasons set forth hereinabove for claim 1 and claim 7
and furthermore Bowman discloses a method wherein the related term suggestion(s)
(Col. 4, lines 41-42: “methods for suggesting related terms”) further comprise for each term/phrase of
the term(s)/phrase(s) (Abstract: “4 search engine...suggests related terms .. using query term...”), @
frequency of occurrence value (Fig. 4, element 420 and Fig. 7, element 770) indicating a number of
times the term/phrase occurs (Col. 10, lines 28-19: “the number of times the related term occurred in
combination with the key term.”) in a set of mined historical queries (Col. 2, line 33: “on histori&al

query submissions 1o the search engine.”).

Claim 9 is rejected for the reasons set forth hereinabove for claim 1 and
furthermore Adar discloses:

sending respective ones of the high FOO historical queries to the search engine
to obtain the search results (Fig. 1, element 108; Fig. 7, elements 716-720).

extracting features from at least a subset of search results corresponding to the

respective ones (Fig. 1; and & Fig. 8).
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producing term vectors from the features as a function of term and inverted

document frequencies (Col. 7. lines 12-30: Col. 8. lines 63-66; and Col. 9. lines 1-41).

Claim 10 is rejected for the reasons set forth hereinabove for claims 1 & 9 and
furthermore Bowman discloses the features (Fig. 2) comprise a title, description, and/or
context (Fig. 2; Col. 2, lines 60-61; and Col. 5, lines 15-22) for the respective ones of the high FOO
(Fig. 4, element 420 and Fig. 7, element 770) historical query terms (Col. 2, line 33: “on historical query

submissions to the search engine.”).

Claim 11 is rejected for the reasons set forth hereinabove for claims 1 & 9 and
furthermore Bowman discloses the respective ones comprise top ranked ones of the

search results (Fig. 8A & 8B; and Fig. 9).

Claim 12 is rejected for the reasons set forth hereinabove for claim 1 and

furthermore Bowman discloses the term clusters (Abstract: ... The related terms are generated
using query term...in the same query.”; and Col. 3, lines 6-7: “generate a set of related terms for refining a

submitted query”) are a first set of term clusters (Col. 3, lines 6-7: “generate a set of related terms for
refining a submitted query” wherein a first set of term cluster to be generated and used through this processing),
and wherein the method fufther comprises:

determining that there is no match between the term/phrase and the
terms/phrases (Fig. 7); and

responsive to the determining:
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evaluating the term/phrase in view of terms/phrases of the second set of term
clusters to identify one or more related term suggestions (Col. 15, lines 55-59 (or Claim 11);
and Col. 4, lines 41-42: “methods for suggesting related terms”).

However, Bowman does not explicitly teach making a second set of term clusters
from calculated similarity of term ve}ctors (Fig. 1, and Fig. 8, element 814), each térm vector
being generated from search results associated with a set of low FOO historical queries
previously submitted to the search engine.

In the same field of endeavor, Adar teaches making a second set. of term clusters
from calculated similarity of term vectors, each term vector being generated from search
results associated with a set of low FOO historical queries previously submitted to the
search engine (Fig. 2, element 108 and 116; Fig. 7, element 720; Fig. 8, elements 814-816; Col. 7, lines 12-30;

Col. 8, lines 63-66; and Col. 9, lines 1-41).

Claims 15-17, 19, and 21-26 recite “u rangible computer-readable data storage medium”,
claims 29-31, 33, and 35-40 recite “a computing device” , and claims 43-49 recite “a
computing device” for performing a method similar to claims 1-3, 5, & 7-12, and therefore

these claims are rejected by the same reasons.

6. Claims 6, 13-14, 20, 27-28, 34, 41-42, & 50 are rejected under 35
U.S.C. 103(a) as being unpatentable over Bowman in view of Adar, further in view
of Bennett US PG Publication No. 2004/0117189 (hereinafter Bennett).

Claim 6 is rejected for the reasons set forth hereinabove for claim 1.



Application/Control Number: 10/825,894 Page 8
Art Unit: 2161

However, the combination of Bowman and Adar does not explicitly teach before
creating the term clusters: keducing dimensionality of the term vectors; and normalizing
the term vectors.

In the same field of endeavor, Bennett discloses a method further comprising
before creating the term clusters:

reducing dimensionality of the term vectors (Paragraph [0361]: “a term vector” and
Paragraph [0386]): “which allows all logically possible (even linguistically impossible) word sequences and which
reduces the task perplexity via pr()bqbilis(ic modeling of the N-gram sequences”);, and

normalizing the term vectors (Paragraphs [0361]-[0366]).

It would have been obvious to one having ordinary skill in the art at the time the
Appliéant’s invention was made to modify the teachings of Bowman, Adar, and Bennett
to include reducing dimensionality of the term vectors and normalizing the term vectors
as disclosed by Bennett with the motivation to use generating term clusters as disclosed
in Bowman to allow providing searching term suggestion for multi-sense query more

efficiently.

Claim 13 is rejected for the reasons set forth hereinabove for claim 1 and claim
12 and furthermore Bowman discloses:
identifying the low FOO historical queries (Fig. 7, elements 750, 760 and 770 — wherein exists

a low FOO historical queries to be used when there is a match between a multi-term query and all related terms

lists/phrase(s)) from historical queries (Col. 2, line 33: “on historical query submissions to the search

engine.”) mined from a query log (Col. 9, lines 8-9: “within the query log 135);
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sending respective ones (Col. 3. line 1) of at least a subset of the low FOO (Fig. 7,
clements 750, 760 and 770 — wherein exists a low FOO historical queries to be used when there is a match between
a multi-term query and all related terms lists/phrase(s)) historical queries to the search engine (Col. 2,
line 33: “on historical query submissions to th‘e search engine.”) t0 obtain search results (Eig. 9; and Col.
9, line S: “from a search results page”);

extracting features from at least a subset of search resulits (Fig. 8A & 8B; and Fig. 9;
and Col. 9, lines 41-43)

. However, the combination of Bowman and Adar does not explicitly teach
producing the term vectors from the features as a function of term and inverted term
frequencies.

In the same field of endeavor, Bennett discloses‘producing the term vectors from
the features as a function of term (paragraphs [0361]-[0366]) and inverted document
frequencies (Paragraph [0369]).

It would have been obvious to one having ordinary skill in the art at the time the
Applicant’s invention was made to modify the teachings of Bowman, Adar, and Bennett
to include producing term vectors from the features as a function of term and inverted
term freduencies as disclosed by Bennett to identifying the low FOO historical queries
as disclosed in Bowman to allow providing searching term suggestion for multi-sense

qguery more narrow down results.

Claim 14 is rejected for the reasons set forth hereinabove for claim 1 and claim

13 and furthermore Bowman discloses a method further comprising after clustering:
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determining that there is no match between the term/phrase and
term(s)/phrase(s) from the first set of term clusters, the first set being based on high
FOO historical queries (Claim 15; Fig. 7, elements 750,760, 770); and

responsive to the determining, identifying a métch (Col. 1. lines 31-41) between the
term/phrase and tverm(s)/phrase(s) from one or more of the second set of term clusters,

the second set being based on low FOO historical queries (Fig. 7, elements 750, 760 and 770 —

wherein exists a low FOO historical queries to be used when there is a match between a multi-term query and all

related terms lists/phrase(s)); and

responsive to identifying (Col. 1, lines 31-41), generating related term suggestion(s)
(Col. 3, lines 6-7: “generate a set of related terms for refining a submitted query”) comprising the
term(s)/phrase(s) (Abstract: “4 search engine... suggests related terms.....using query term...”; and Col. 12,

lines 27-34).

Claims 20, & 27-28 recite “a tangible computer-readable data storage medium”, claims 34, &
41-42 recite “a compuiring device”, and claim 50 recite “a computing device” (means for) for
performing a method similar to claims 6, & 13-14, and therefore these claims are

rejected by the same reasons.

7. Claims 4, 18, and 32 are rejected under 35 U.S.C. 103(a) as being
unpatentable over Bowman in view of Adar, further in view of Bennett, and further
in view of Vaithyanathan et al., US Patent Number 5,819,258 (hereinafter
Vaithyanathan).
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Claim 4 is rejected for the reasons set forth hereinabove for claim 1.
However, the combination of Bowman and Adar does not e'xplicitly teach

determining the calculated sim-ilarity as follows:
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wherein d represents vector dimension. ¢ represents a query, & 1S a
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dimension index, and wherein weight w for the i vector’s /7 term is caleulaled as

follows:
wo= T xlog(N 7D and
wherein £/, represents term frequency, v is a total number of query emns,

and DF, is a aumber ol exiracted feature records that contain term .

In the same field of endeavor, Bennett teaches the calculated similarity as
follows:

o
mia o e S -
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\\[%t'rt'.in TFy; represents term frequency, N is a total number of query terms,

dimension indeXx (Bennett, Paragraphs [0366]-[0369]).

However, the combination of Bowman, Adar, and Bennett does not teach

% w, =TF clogt ¥ " DE T sand
wherein 75, represents term frequency. Vs total number of guery tenms,
and 20 isa number of extracted feature records that contain term J,
In the same field of endeavor, Vaithyanathan .teaches
N w, = TF, xlog(N / DF,) 5 and
wherein 7F; represents term frequency, NV is a tolal number of query terms,

and DF; is a number of extracted feature records that contain term j.
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(sce, Col. 8, lines 1-36).

It would have been obvious to one having 'ordinan/ skill in the art at the time the
Applicant’s invention was made to modify the teachings of Bowman, Adar, Bennett, and
Vaithyanathan to include the calculated similarity of term vectors as disclosed by
Vaithyanathan and Bennett with the motivation to use evaluate the term/phrase in view
of terms/phrases in the term clusters to identify one or more related term suggestions as
disclosed in Bowman and Adar to allow providing searching term suggestion for multi-

sense query more accrual and efficiently.

Claim 18 recites “a rangible computer-readable data storage medium” and claim 32 recites “a
computing device”, for performing a method similar to claim 8, and therefore these claims

are rejected by the same reasons.

Response to Arguments
8. Applicant's arguments filed on 06/14/2007 with respect to claims 1-50 have been

considered but are moot in view of the new ground(s) of rejection.

Conclusion
9. Any inquiry concerning this communication or earlier communications from the
examiner should be directed to Jessica N. Le whose telephone number is (571) 270-
1009 and fax number is (571) 270-2009. The examiner can normally be reached on M-

F 6:30 am - 3:00 pm. -
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If attempts to reach the examiner by telephone are unsuccessful, the examiner’s
supervisor, Apu M.‘Mofiz can be reached on (571) 272-4080. The fax phone number
for the organization where this application or proceeding is assigned is 571-273-8300. |
|nformation regarding the status of an application may be obtained from the Patent
Application Information Retrieval (PAIR) systé_m. Status information for published
applications may be obtained from either Private PAIR or Public PAIR. Status
information for unpublished applications is available through Private PAIR only. For
more information about the PAIR system, see http://pair-direct.uspto.gov. Should you
have questions on access to the Private PAIR syétem, contact the Electronic Business
Center (EBC) at 866-217-9197 (toll-free). If you would like ass-istance from a USPTO
Customer Service Representative or access to the automated information system, call

800-786-9199 (IN USA OR CANADA) or 571-272-1000.
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